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NetHD: Neurally Inspired Integration of Communication

and Learning in Hyperspace

Prathyush P. Poduval,* Yang Ni, Zhuowen Zou, Kai Ni, and Mohsen Imani

The 6G network, the next-generation communication system, is envisaged to
provide unprecedented experience through hyperconnectivity involving every-
thing. The communication should hold artificial intelligence-centric network
infrastructures as interconnecting a swarm of machines. However, existing
network systems use orthogonal modulation and costly error correction code;
they are very sensitive to noise and rely on many processing layers. These
schemes impose significant overhead on low-power internet of things devices
connected to noisy networks. Herein, a hyperdimensional network-based system,
called NetHD, is proposed, which enables robust and efficient data communi-
cation/learning. NetHD exploits a redundant and holographic representation of
hyperdimensional computing (HDC) to design highly robust data modulation,
enabling two functionalities on transmitted data: 1) an iterative decoding method
that translates the vector back to the original data without error correction
mechanisms, or 2) a native hyperdimensional learning technique on transmitted
data with no need for costly data decoding. A hardware accelerator that supports
both data decoding and hyperdimensional learning using a unified accelerator is
also developed. The evaluation shows that NetHD provides a bit error rate
comparable to that of state-of-the-art modulation schemes while achieving 9.4 x
faster and 27.8 x higher energy efficiency compared to state-of-the-art deep

learning systems.

1. Introduction

The 6G network, the next-generation communication system, is
envisaged to provide unprecedented experience through hyper-
connectivity involving everything. Industries and academies have
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envisioned that next-generation networks
will shift the paradigm in conventional
wireless communications." It does not
mean just faster communication with the
developments of high-performance com-
munication links on terahertz bands and
novel antenna technology.!* Still, it should
hold for artificial intelligence (AlI)-centric
network infrastructures as interconnecting
a swarm of machines that are growing
exponentially to collect massive data from
environments.” ™ This trend essentially
poses the following challenges: 1) Low
latency communication: To serve advanced
applications such as on-device Al extended
reality, and real-time multimedia, 6G
should provide an wultralow user-
experienced latency of less than 10ms
while competing with a higher data rate
of around 1000 Gbps. However, state-of-
the-art network protocols are not ideal for
achieving such latency due to complex data
modulation/demodulation that involves
costly iterative procedures with error cor-
rection codes.['>%! 2) Reliable networking:
Because of the tremendous volume of
data transferred, network interference
and noise are unavoidable and are rather significantly intensified
to realize future duplex technology."* ! 3) Learning integration:
Today’s communication systems rely on many layers of informa-
tion processing, from data compression and modulation by send-
ers through demodulation and decompression by receivers to
data processing, e.g., machine learning (ML). Unfortunately,
the communication and learning processes are kept and
optimized separately in existing systems. Therefore, relying only
on the improvement of mobile devices’ battery life, which is not
fast enough given the rapid Al evolution, does not suffice to meet
their extensive demand for efficient processing.
Hyperdimensional modulation (HDM) is introduced as a new
modulation scheme designed for ultrareliable low-latency com-
munication.'*'”*¥/ HDM already showed more reliability than
binary phase-shift keying (BPSK), protected by state-of-the-art
low density parity check (LDPC) and polar error correction codes
for the same spectral efficiency.!"® In addition, HDM has a lower
complexity than LDPC, Polar, and convolutional codes. However,
there is a crucial challenge in the existing HDM modulations
when applying them to the IoT applications that involve both
communication and data assimilation on less powerful
devices—the HDM decoding or demodulation is a costly iterative
process that involves an extensive search for noise cancelation.
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It implies that end-to-end tasks should pay the enormous com-
putation cost for decoding data even before starting the learning
process, which generates a higher computational complexity.

In this work, we focus on advanced technology for communi-
cation, which integrates data modulation with ML on the same
horizon toward hyper-reliable communication and efficient Al
processing. Our solution is based on hyperdimensional comput-
ing (HDC), which is an alternative computing paradigm inspired
by neurological human memory models.'” Many academic and
industry works have examined HDC to utilize high-dimensional
data representation, which is known to be the way the human
brain operates.?*~?®! They showed that HDC offers high robust-
ness in data processing and effectively realizes ML by imitating
human cognition with mathematically rigorous vector operations
that describe human memory capabilities to store, load, and com-
pare various information. HDC is well suited to address commu-
nication and learning challenges in networking systems, as
1) HDC representation is holographic in that it spreads informa-
tion over high-dimensional components, thus providing strong
robustness to noise”’?*2_a key strength to realize reliable
communication, 2) it offers an intuitive and human-interpretable
learning process®®! which is computationally efficient to train
and highly parallel at heart,?>>% and 3) HDC can naturally
enable lightweight privacy and security.**”)

Utilizing the advantages of HDC, we propose NetHD, a HDC-
based network system for robust and efficient data communica-
tion and learning. NetH D develops novel encoding methods that
map data into high-dimensional space and transmit the encoded
data through the network. The transmitted data can be accurately
decoded back to the original space at the destination node, or
more importantly, it can be directly used to perform learning
tasks. The main contributions of the article are listed below:

We design a novel encoding method that exploits redundant
and holographic HDC representation for ultraefficient and
robust data communication. Our encoder utilizes a symbolic
HDC representation to distribute information among long vec-
tors. We also propose a decoding method that recovers originally
transmitted data. As HDC encoding spreads the data over a large
hypervector, we can preserve sufficient information even when a
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substantial number of bits can be corrupted, resulting in high
noise robustness for low signal-noise ratio (SNR) scenarios.

Unlike existing learning solutions that aim to optimize com-
putation and communication separately, we introduce a novel
approach that fundamentally merges data modulation and learn-
ing. NetHD implements hyperdimensional learning directly on
transmitted data without costly iterative data decoding. In
addition, NetHD exploits the robustness of hyperdimensional
learning to enable holographic and highly compressed data com-
munication. We show how NetHD can enable classification/
clustering over compressed transmitted data, thus significantly
improving total system efficiency.

To enable fast and efficient data decoding/learning, we design
a hardware accelerator based on ferroelectric memory devices. It
offloads search-based operations of our decoding mechanism to
content addressable memory (CAM), supporting row parallel
search operations. Our CAM supports the nearest search
over complex-valued hypervector variables, resulting in high
efficiency.

We evaluated NetH D over a wide range of network conditions
and under various SNR scenarios. Our evaluation shows that
NetHD provides a bit error rate comparable to that of the
state-of-the-art modulation schemes while fundamentally merg-
ing HDM and learning. Our evaluation shows that NetHD
achieves 9.4x and 27.8x faster and higher energy efficiency
compared to deep neural network (DNN), respectively. Our
proposed CAM-based hardware accelerator results in 108.3x
and 27.1x (35.8x and 22.0x) faster and higher energy
efficiency during data decoding (learning) than embedded graph-
ical processing unit (GPU).

2. NetHD Design

2.1. Overview

Figure 1a shows an overview of the existing systems using non-
integrated communication and ML. The processing pipeline at
the transmitter starts with data compression and data encoding.
The channel can often be an interference channel that adds both
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Figure 1. a) An overview of existing systems using a deep communication-learning pipeline. b) Our proposed NetHD integrates communication and ML

using HDC.
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noise and interference to the encoded signal. In the receiver, the
system first decodes the received signal using costly iterative
decoding coupled with an error correction mechanism. The
decoded data will then be decompressed back before being proc-
essed by ML. Unfortunately, existing communication protocols
use layered processing for data communication isolated from
ML.

Envisioning that future network should involve both commu-
nication and learning infrastructures, we will exploit rigorous
mathematics which describes data representation during the
communication and computation during learning procedures
based on high-dimensional vectors. We propose a hyperdimen-
sional network-based system, called NetHD, that enables robust
and efficient data communication/learning. Unlike existing com-
munication protocols that use layered processing for data com-
munication, NetHD fundamentally integrates communication
with ML. Figure 1b shows an overview of the NetH D framework.
The first step of NetHD is to encode the data in a redundant
high-dimensional representation. This high-dimensional repre-
sentation stores information in a holographic manner, preserv-
ing sufficient information even when a substantial number of
hypervector elements are corrupted. NetHD uses the encoded
data to transfer them through the network. The network is often
a noisy channel that adds both noise and interference to the
encoded signal. The receiver gets noisy data and has two options.
First, we can decode the data back to the original space. We pro-
pose a lightweight iterative method that decodes the transmitted
data without using any error correction. Our decoding solution is
significantly robust against low SNR networks and interference.
Second, we can also directly operate hyperdimensional learning
over the encoded data without the need for costly data decoding.
NetHD enables various hyperdimensional learning over trans-
mitted data, including classification and clustering. We also
introduce the idea of dynamic data compression in NetHD
encoding to trade accuracy and communication cost.

2.2. Preliminary of HDC

Brain-inspired HDC uses distributed high-dimensional repre-
sentations of data called “hypervectors” as its fundamental units
of computation, based on the observation that the human brain
operates in a similar way.!'” These hypervectors are constructed
using an encoding procedure, and there are many nearly orthog-
onal options with thousands of dimensions, allowing the repre-
sentation of target data with different points in hyperspace.?**"!

2.2.1. Hyperdimensional Arithmetic

The HDC learning utilizes well-defined vector space operations
to combine hypervectors into a new hypervector while keeping

the information with high probability. Assume that %,
and 9%, are two

(% € {—1, + 1}P). The following are the hypervector operations
commonly used for implementing HDC-based learning.

randomly generated hypervectors

1) Binding (*) operation of two hypervectors #; and %, is done
by component-wise multiplication (XOR in binary) and is

denoted as 7?1 * 7?2. The result of the operation is a new
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hypervector that is dissimilar to its constituent vectors, that is,
6(?? L Hy T 1) ~ 0; thus, binding is well suited for associat-

ing information stored in the two hypervectors. Binding is used
for variable-value association and, more generally, for mapping.
2) Bundling (+) operation is done via component-wise addition
of hypervectors, denoted as %, + #,. The bundling is a mem-
orization function that keeps the information of input data in a
bundled vector. The bundled hypervectors preserve similarity to

its component hypervectors, i.e., 6(.7?1 +7f2,z7?1> >> 0.
3) Similarity measure between two vectors %, and %, is defined
as: 5(7?1, ?_'fz) =} - %,/ D. For example, if the two hypervec-
tors are randomly generated, 5(7? 1,7?2> ~ 0 because the dot

product measures the high-dimensional similarity of the two
near-orthogonal hypervectors. If we assume that F, and %,
are two complex-valued vectors, we can use the operation f,
which transposes the column vector and takes the conjugate
of all components. This similarity operation gives us a complex
scalar value.

3. NetHD Encoding

In this work, we propose a novel encoding scheme that maps an
arbitrary bitstream to a high-dimensional space. NetHD encod-
ing exploits HDC mathematics to preserve all information of data
in an encoded hypervector. Figure 2 shows the NetH D encoding
functionality. Let us assume that a bitstream is stored as an array
S with a length of L (S € {0,1}"). Our goal is to map this bit-
stream into a hypervector # of D dimension. Our encoding
occurs using the following steps:

3.1. Chunk Mapping

We divide an input bitstream into V chunks of length L/V each
(Figure 2a). Define the ith chunk to be C; = S[(i—1)- & :i-L]
for i=1,2,3,.., V. We construct a mapping table for every %f
digit binary vector to represent each with a random hypervector.
We denote this mapping table by % (x) where x is a vector of <
digits. This function maps different chunks to high-dimensional
points with a nearly orthogonal distribution, which means that
5<§(C,)§(CJ)> ~ 0 for i # j. The orthogonality of hypervec-

tors is ensured as long as the hypervector dimension, D, is large
enough compared to the number of features, V, in the original
data, i.e., D> V.

3.2. Preserving Position

To differentiate between feature locations, we also associate
a random hypervector to each chunk position, ie,

{731,732, . 731,} where 5(73173]) ~ 0 for i # j. These posi-
tion hypervectors identify the chunk to which the input belongs.
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Figure 2. NetHD encoding process: a) chunk hypervector generation, b) split a bitstream to small chunks, c) assign a base hypervector to each chunk
position, and d) encode the bitstream by associating the position and chunk hypervectors and memorizing them in high dimension. e) Symbol set

selection and f) similarity distribution using different real and complex sy

3.3. Encoding

We encode the signal by associating each chunk hypervector with
the corresponding position hypervector. For example, .7, * % (P;)
associates the value and position of the first chunk as a new
hypervector. The bundling of all associated hypervectors over all
chunks memorizes the entire bitstream

% = Pi * F(C) M

Rl
M-

Il
—_

The result of the equation creates a single hypervector %,
which preserves the value and position information of all chunks
with holographic representation and signal normalization. As the
encoding spreads information over hypervector elements, a
substantial number of bits can be corrupted while preserving suf-
ficient information.

Here, we explain the functionality of NetHD using an
example. Let us assume a stream of length L =16,
S =0110111001011000. We divide this bitstream into V =4
chunks, C; =0110, C, =1110, C; =0101, and C, = 1000,
where each chunk has length L/V = 4. We construct a function
or lookup table that maps each 4— digit binary number to a ran-

domly generated hypervector ({@(Cl), F(Cy), F(Cy), 9«1(C4)}).

Similarly, we generate a position hypervector, {731, Py, P, 734},

for each chunk. Using these two bases, we encode our

bitstream as

Adv. Intell. Syst. 2024, 6, 2300841 2300841 (4 of 18)

mbols.

5 = (B )+ Py F(C)+ - 4P+ F(CY))

)

3\

In our example, the encoded hypervectors will have
dimensionality ranging from D =128 to D = 512.

One method of further optimizing our algorithm is through
binding together more chunks of hypervectors, and using the
resonator network technique to factorize the binded vectors.
For example, we could bind together 3 subchuncks at position

1as ﬁ) « F(Cy) * F(Cy) * F(Cs). This will allow us to store
more information in an efficient manner without adding much
noise. However, the main problem occurs when we bundle
together multiple such binded vectors.***!1 The noise level
increases, due to which many factorization techniques fail to con-
verge. Moreover, even increasing the codebook size can result in
many factorization methods to fail simply due to the large search
space size, without enough dimensions. The optimal trade-off
between the number of factors that can be binded versus the
number of such terms that can be bundled together is a current
topic of intense research.

3.4. Random Hypervector Generation with Complex Bases

Traditionally, HDC randomly chooses binary ({0,1}), or polar-
ized vectors ({—1, +1}) with uniformly distributed compo-
nents. One key point to keep in the note is that the bundling
must be an invertible operation to recover the associations.

© 2024 The Authors. Advanced Intelligent Systems published by Wiley-VCH GmbH
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For example, assuming B =, «= #,, We can recover

components using & * #, = %#,. It mathematically restricts
the capacity of HDC vectors due to a lower number of possible
hypervectors when using the conventional polarized
vectors.[*2~*4

In this work, we unleash and expand the capacity of
HDC vectors by sending hypervectors with complex
phases. The most general and common HD encoding used
is the Fourier holographic reduced representation (FHRR),
which encodes d— dimensional feature vector ¥ into a

D— dimensional HD vector %,, such that the similarity between
HD vector reproduces an underlying kernel over the data
space as follows

5(%. %,) = klal — 7)) G)

The encoding can be constructed by choosing a Dx
d -dimensional random matrix from a probability distribution
p(®), where p(w) is the Fourier transform of k(¥), and then
defining the encoding as %, = exp(iaMX).

Our inspiration for choosing complex bases is the FHRR
representation, where we can represent general correlated
elements. The correlation between the hypervectors can be con-
trolled by tuning the value of a— if a is small, then the hyper-
vectors are more correlated, and if a is large, then the
hypervectors are more orthogonal. In this way, FHRR allows
us more flexibility in choosing the encoding process. For exam-
ple, in cases where we require learning to be performed over the
data, we can directly learn over the encoded data by choosing a
more correlative encoder. However, as hardware implementa-
tions require quantized bits, we quantize the generic phase val-
ues components of the hypervector into uniform points along the
unit complex circle.

In the generation of random orthogonal hypervectors for the
chunk/position mapping, we can choose the vector component to
be any complex phase value with a magnitude of 1. If the memory

vector is now & = #, * #,, the unbmdmg operation would be

given by B+ Ty | = %,, where 97, is the vector with each com-

ponent of #; conjugated. It increases the capacity of the random
vectors because the possible random vectors increase exponen-
tially with the size of the symbol set. We call the set of possible
symbols S. In this work, the set S is mainly chosen to be
{£1, £i}. We will study the effect of different sets of hypervec-
tor capacity.

Figure 2e shows NetHD choices in the selection of polarized
or complex bases. Figure 2f presents the similarity distribution of
randomly generated hypervectors using bipolar and complex
bases. Our results indicate that random complex vectors have
a higher chance of orthogonality, thus showing a narrower dis-
tribution. In Section 4.2, we show how the orthogonality of com-
plex bases can reduce the cross-interference noise and increase
the memorization capacity.
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4. NetHD Demodulation
4.1. NetHD Decoding

For a given signal #, NetH D uses an iterative decoding to recon-
struct the bitstream that successively cancels the predicted noise
and attains more accurate guesses.*"**! In the first iteration, we
find the guess values of the chunks C by binding the encoded
hypervector with the position hypervector (Figure 3a)

N [——
Pk x* H = 'Pk*'ﬁk *QO}:(Ck)‘FZ ,Pk*? *P/T(C,)
1 =1 Noise~0

(4)

This equation gives us a noisy estimate of % (Cy,). We use this
estimation to recover actual chunk original value, using

Cfl) = arg maxyc Re<5(9‘7(c),§- * 5’?)) (5)

As shown in Figure 3b, this equation searches through pre-
stored lookup table entries to find a chunk hypervector that
has the highest similarity to our noisy estimation. The search
is performed using dot product operation. A lookup table entry
with the highest similarity (real part) is our first estimation of the
chunk value. This process continues for all chunks to get the first
estimation. In Section 6, we explain how this similarity search
can be simplified to Hamming distance computation and
accelerated in hardware.

We exploit all estimated chunk hypervectors to reduce the
noise term in Equation (6). For the nth iteration, the less noisy
chunk can be computed using (Figure 3c)

(n-1) 5
F 1#173 * J( ) (6)

We iteratively continue this process to find a better chunk

estimation (Figure 3d). For the nth iteration, we find C by
CE") = arg maxyc Re(é(&i(C),’E * 7?“"”)) (7)

We repeat the above iterative process until convergence.
In Section 7, we show our study for NetHD decoding, which
converges quickly.

4.2. Noise and Error Recovery

In this work, we normalize the signal vector %, to

5(??0,7?()) = 1. In the signal vector, we may have a complex

Gaussian noise vector overlayed A, whose magnitude is distrib-
uted with a normal distribution with mean 0 and variance 1/n.

The total transmitted signal is given by # = %, +N. In this
case, the SNR is defined as 10log,yn. The error due to cross-
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Figure 3. NetHD iterative decoding: a) computes the first estimation of each chunk hypervector, b) mapping estimated hypervector to the closest chunk
value, c) exploits the estimated chunk values to re-encoded data, and d) computes the distance of reconstructed data with original encoded hypervector.
e) Random base generation used for encoding, f) correlative base generation, and g) visual of correlative mapping of NetHD chunks.

interference of the primary terms depends on the dimension
of the HD vectors D, the number of layers V and the symbol
set used. The error terms would be given by
JLVZ#J P, « ?(C§”71)> :\/—%Zi‘gl V;, where V; are random

—

uncorrelated vectors. Given a vector representing a value %,
we are interested in calculating Re(6 (@ \/vai":‘ll f/,)) =

Ly Re(s(3),
The problem is now reduced to estimating the real similarity
distribution between two random vectors A and 2. The similar-

ity can be written as 5(.2 éf’) =32, (jl)l(@) . Here, ("Z);

1

denotes the ith component of the vector A. Note that if A and
% are random with components from the set S, then
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(71)(@’) is also a random element of the set S. The set S
1 1

is, in general, parametrized by {ez_gi}, wherek=0,1,2,...,0 -1
and Q is an integer. The real parts of the set S are given by
S, = {cos %’“} Thus, Re((.ﬁ)i<§§)i) is a random element of
the set S,. S, has mean p = 0 and standard distribution of

®)

As the dimension increases, the real similarity between two
random vectors will be distributed as a Gaussian with mean 0
and standard deviation 75 by the central limit theorem. Thus,
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Re (5(;1 55’) ~ N (0, %)) Therefore, for the more general

cases, we have

Re (5(@, \}ijjﬁ‘) ~ N(O, ;5)) )

This equation shows that the contribution from the
cross-interference is independent of V. However, note that the

term matching % is normalized by the weight of \/—% Thus,

the SNR of the cross-terms is given by 10log;, %. Note that

o decreases with increasing Q. Thus, the three ways to decrease
noise are by increasing D, increasing Q, and decreasing V.
However, each method has its own trade-off. Increasing D
reduces the coding rate because a larger number of packets must
be transmitted. Increasing Q would make the symbols more
closely spaced, resulting in the need for the receiver equipment
to distinguish between closely spaced symbols. Decreasing V
would increase the size of the chunks, resulting in a larger mem-
ory requirement to store all possible bit sequences.

5. Learning in High Dimension

For many IoT applications, the system efficiency depends on
both communication and computation, which are separated,
unfortunately, in today’s systems. For example, to learn the pat-
tern of transmitted data, we still need to pay the cost of iterative
decoding. Here, we introduce a solution that incorporates the
distance between learning and communication. Instead of pay-
ing the cost of iterative data decoding, NetHD enables hyperdi-
mensional learning to operate directly on transmitted data,
without the need for costly iterative decoding. In particular,
we enable HDC classification and clustering of transmitted data
with a choice of data compression.

5.1. Learning Encoding

NetHD encoding module maps data points to a high-dimen-
sional space. The goal of this encoder is to represent each data
as an orthogonal point, unless they are identical (shown in
Figure 3e). This feature is essential for accurate data decoding.
However, this encoder is not ideal for some learning tasks. HDC
learning fundamentally works by clustering data points that are
nonlinearly mapped into high-dimensional space. To simplify
data clustering, the encoding module needs to preserve the
correlation between input data.

5.1.1. Correlative Bases

As we explained in Section 3, chunk hypervectors, % (C), have
been selected to uniquely map each binary vector (chunk) of £
digits to an orthogonal point in a high-dimensional space. To pre-
serve correlation, our function needs to map physically correlated
chunks to similar vectors. We use a quantization method as a
map function that generates correlated hypervectors for chunks.
As shown in Figure 3f, our map function generates a random
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hypervector for the first chunk, %(C;). The rest of the chunk
hypervectors are generated by transforming the random dimen-
sions of #;. For example, %; is generated by flipping D/2L/V+1
dimensions of #;_;. As HDC learning is approximate, to ease
the encoding module, a group of neighboring chunks can also
be assigned to a single-chunk hypervector. For example, to rep-
resent L = 8-bit chunks, we ideally require 256 chunk hypervec-
tors. However, this precision is not required thanks to the
statistical nature of ML; thus, we can quantize the chunk values
to a much smaller value, for example, 16 or 8 chunk
hypervectors.

5.1.2. Data Structured Encoding

Using a new mapping function, we can use the same encoding as
in Equation (1). The size of the chunk and the correlation of posi-
tion hypervectors may change depending on the data structure.
For example, if the encoded data correspond to a time series with
8-bit precision values, we can use the chunk size equal to 8-bit. In
addition, the position hypervector can be correlated for data with
a structure. For example, for time series, the neighbor position
hypervectors should have a higher correlation. An important note
is that HDC learning will work accurately even with random posi-
tion hypervectors. Using the correlative position hypervector only
decreases the required dimensionality to achieve the maximum
quality of HDC learning.

Figure 3g visually shows the similarity of the encoded chunks
using random and correlative bases. Each axis shows an
encoded 30-bit chunk, where chunks are of the form
C; = 00..0011..11(31 —j 0s and j 1s) from j = 1,2,3,..,30. We
chose this representation because C; and Cj,; would then have
exactly a one-bit difference and would be able to demonstrate the
similarity of the correlated encoder conveniently. As the heatmap
shows, using both random and correlative bases, the diagonal
has the highest similarity, indicating that each encoded chunk
has full similarity to itself. Our evaluation shows how our correl-
ative mapping keeps the similarity of encoded chunks with a
closer physical distance in the original space. In contrast, using
random bases, the encoded chunks cannot preserve similarity to
any other chunks, even if they are highly correlative (e.g., a single
bit difference). Note that NetHD can quantize floating point or
even complex values into discrete levels that can be a represen-
tation of our encoder. For example, a 32-bit floating-point
representation can be quantized to 8-bit before encoding.

5.2. NetHD Classification

Training starts with accumulating all encoded hypervectors cor-
responding to each class. As shown in Figure 4D, the result will
be k class hypervectors, where k is the number of classes.
Assuming there are J inputs that have the label I, the class
hypervector is computed by €, = ij ??”Jl Retraining examines
if the model correctly returns the label I for an encoded query
7. If the model mispredicts it as label [, the model is updated
as follows

© 2024 The Authors. Advanced Intelligent Systems published by Wiley-VCH GmbH

aSUSD1T SUOWILLIOD dAIER1D 8|gedt|dde auyy Aq pausenob are sapiie YO ‘asn Jo sajni Joj Ariq1auljuO A3|1/A UO (SUORIPUOI-pUe-SWLB)WD A3 1M Aeiq 1 pU1UO//SdNY) SUORIPUOD pue SWid L 3Y) 38S *[7202/80/.2] Uo ARiqiT autuo AB|IM ‘Buinl] -ILI0jIeD JO AIseAIuN AQ THB00EZ0Z AS1e/200T OT/I0p/0d" A 1M ARelq 1 pul|uo//SANY WOy papeojumoqd ‘2 ‘v20z ‘29Sh0v9z


http://www.advancedsciencenews.com
http://www.advintellsyst.com

ADVANCED
SCIENCE NEWS

www.advancedsciencenews.com

HDC classification
Encoded Data

Encoding

Single-Pass
Training

www.advintellsyst.com

(b) Single-pass training
Encoded Data

Model Update

word N

0-007020 30 20 50 60 70 80
Time (us)

Vlow Vhlgh VG

40 ————————————————
‘TU)
S 30t ]
Y
S 20} ]
(0]
=)
2 10} ]
(&)
2]
o

O L L L L L

1 2 3 4 5 6
Hamming Distance

Figure 4. a) Dimensional classification steps, b) single-pass training in hyperspace, and c) CAM array can parallelly calculate the Hamming distance
between the query and each stored entry in memory by sensing the discharge current. d) FeFET can realize an ultracompact CAM by utilizing its two Vy,
states. e) The ML voltage discharge rate increases with the hamming distance. f) The discharge rate is actually proportional to the hamming distance.
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The retraining continues for multiple iterations until the
classification accuracy (over validation data) has small changes
during the last few iterations.

Inference starts by encoding the test data to a high-
dimensional space using the same encoding module used for

training. The encoded data are called the query hypervector #

Adv. Intell. Syst. 2024, 6, 2300841 2300841 (8 of 18)

(Figure 4a). Next, we compare the similarity (5) of # and all
the class hypervectors to find the class with the highest similarity.

5.3. NetHD Clustering

Clustering is a mnative functionality supported by high-
dimensional models. In high dimension, HDC separates data
points while still preserving their correlative distances. This
enables low complexity and transparent separation of encoded
data points. We exploit the similarity search in high-dimensional
space to cluster data points in different centers.
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Assume ¥ as a new training data point. NetHD generates k
random hypervectors as the initial cluster centers in the high-
dimensional space. HDC stores original nonbinary clusters

(C;) and a binarized version (5?). The encoder module generates
both nonbinary (%) and binary (%") hypervectors. Each cluster
center is updated using all data points assigned to the center, as
well as their corresponding confidence level. After assigning each
encoding hypervector H of inputs belonging to the center/label I,
the center hypervector C; can be obtained by bundling (adding)
all Hs. Assuming that there are ] inputs that have label , the
cluster update happens using: C;«<C + Z}J ajflj, where H; is
the encoded query data. All cluster updates are performed over
the nonbinary copy of the centers.

5.4. Data Compression

HDC learning is mainly a bundling of encoded hypervectors.
This bundling aims to create a compressed and representative
model of all train data. In practice, bundling can happen before
or after sending the encoded data. However, bundling on the
receiver is equivalent to a higher communication cost.
Instead, NetHD can perform a part of those bundling operations
during encoding to ensure holographic and compressed data
communication. NetHD encoder bundles a batch of data into
a single packet and transmits compressed data to a receiver.
Without the need for decompression or data decoding,
NetHD starts learning a model over compressed transmitted
data. Although this technique overloads the theoretical capacity
of a hypervector, our goal is only to learn the pattern (and not
accurately decode the data). NetHD learning can preserve a gen-
eral pattern of compressed data. The data compression rate, or in
general the coding rate, creates a trade-off between the accuracy
of the learning and the cost of communication. A larger compres-
sion reduces the communication cost while it may affect the
quality of learning. In Section 7.6, we show that HDC learning
is surprisingly robust to data compression.

6. Hardware Acceleration

NetHD decoding and learning involve many nearest search oper-
ations that we accelerate by exploiting CAM.*® During learning,
the CAM can store the trained clustering or classification models
and use them to compute the distance similarity of a query. In
this section, we answer the following questions: (1) How to sup-
port the nearest search in CAM and (2) How to deal with vectors
with complex components.

6.1. In-Memory Search Operation

The exact search is one of the native operations supported by a
conventional CAM. The conventional CAM consists of two mem-
ory cells that store complementary values (Figure 4). During a
search, the row driver of the CAM block precharges all CAM rows
(matchlines:MLs) to supply voltage. The search operation starts
by loading the input query into the vertical bitlines (BLs) con-
nected to all CAM rows. The CAM based on ferroelectric
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field-effect transistor (FeFET) has been shown to be ultracom-
pact, high performance, and energy-efficient, representing an
almost ideal solution for the associative search applications.*”!
FeFET based on ferroelectric HfO, is an emerging memory that
exhibits high density, great performance, and superior energy
efficiency.*®*) It replaces a typical high-k gate dielectric with
a ferroelectric thin film. By applying a positive/negative gate
pulse, the ferroelectric polarization direction can be set to point
at the channel/gate metal, setting the FeFET to be low-Vry
(LVT)/high-V1y state (HVT), respectively.

As shown in Figure 4d, a CAM cell can be constructed with
two FeFETs, where complementary Vry states are stored to
encode a bit of information. As an example, a bit “0” is stored
as the low-Vyy state/high-Vy state for the left/right FeFET,
respectively. The query information is encoded as the search volt-
age applied to the SL and SL such that when the search matches
the stored information, a negligible discharge current flows
through the ML; otherwise, the ML rapidly discharges. For exam-
ple, the query “0” is encoded as the condition where the SL/SL is
applied with a low and high voltage such that both FeFETs are cut
off, contributing negligible current for the match condition, as
demonstrated in Figure 4e. Due to its large ON/OFF ratio, when
arranging multiple CAM cells into a CAM word, it is possible to
detect the Hamming distance between the query and the stored
entry by sensing the discharge current flowing through the ML,
as shown in Figure 4c. As each CAM word is independent of each
other, parallel calculation of the Hamming distance can be
achieved directly inside the memory without the necessity of
moving the data around.

Figure 4e,f shows our experimental results. A small FeFET
CAM word (i.e., 1 x 6 array) fabricated on a 28 nm industrial
FeFET process has been tested, where all the CAM cells are writ-
ten in bit “0,” and then the query information with an increasing
number of mismatched bits is applied. The results capturing the
ML voltage waveforms clearly show that the increase in the
Hamming distance accelerates the discharge of the ML voltage.
The extracted discharge rate is shown to be linearly proportional
to the Hamming distance, as shown in Figure 4f, which verifies
the functionality of the ferroelectric CAM array.

6.2. Search with Complex Hypervectors

As we explained in Section 3, NetH D uses vectors with complex-
valued components. Here, we introduce a technique that exploits
our CAM block to store complex values and compute distance
similarity. Let us assume Q = ¢, + q.i and A = a, + a.i as two
complex numbers, indicating the single dimension of query
and stored CAM pattern. The dot product between these two val-
ues defines as

C=Q-A=(q,®a+q®ax) + (4da, —q, da)i (11)

Although this similarity involves the inner product between
complex numbers, in practice, we only require a real portion
of the dot product result. This simplifies the similarity metric
to the Hamming distance, where each dimension stores real
and imaginary values as two adjacent cells. During the search,
the CAM computes the Hamming distance of both real and
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imaginary parts and accumulates its result as discharging current
on the ML. In other words, using the complex number, we can
use the same CAM block with double dimensionality.

7. Evaluation

7.1. Experimental Setup

NetHD has been implemented and evaluated using software,
hardware, and system modules. In software, we verified
NetHD encoding, decoding, and learning functionalities using
our C++ implementation. In hardware, we implement
NetHD on multiple embedded platforms: field programmable
gate arrays (FPGA), GPU, and the proposed CAM-based acceler-
ator. For FPGA, we describe the NetHD functionality using
Verilog and synthesize it using the Xilinx Vivado Design
Suite.’% The synthesis code has been implemented on the
Kintex-7 FPGA KC705 Evaluation Kit using 5ns clock frequency.
We also create an optimized implementation of NetHD on Jetson
AGX Xavier.

We perform circuit simulations based on an experimentally
calibrated FeFET compact model in ref. [51] We also tested
NetHD functionality over an experimental and fully functional
2x 2 CAM array. We exploit our CAM-based architecture to
accelerate the decoding and learning process. For system evalu-
ation, we implement an in-house simulation framework based
on NS35? to evaluate how NetH D performs on distributed learn-
ing in internet of things (IoT). The simulation framework eval-
uates NetHD in a hardware-in-the-loop fashion. We use NS-3 to
simulate communications on distributed network topologies
with diverse network mediums. During the simulation loop,
the simulator invokes the NetH D learning procedures (wrapped
with ApplicationContainer of NS3) on actual platforms that rep-
resent different nodes in the IoT hierarchy. NetHD is added as
the plugin module while testing data are streamed as inputs of
sensing nodes within NS3. This allows us to analyze how well
HDC can work with missing (lost packets in transmission) or
incorrect (bit errors) data.

Table 1 summarizes the practical datasets evaluated for clas-
sification. The benchmarks tested consist of large data for smart
cities, physical monitoring, and performance/power prediction.

www.advintellsyst.com

predicting energy consumption with a substantial training size of
22290 instances and a test set of 5,574 instances.

7.1.2. PAMAP2

Tailored for activity recognition using inertial measurement
units (IMUs), PAMAP2 contains 75 features across five classes,
designed to distinguish between different types of physical
activities. The dataset, divided into three end nodes, includes
a vast training set of 611142 samples and a test set of
101 582 samples, offering extensive data for creating detailed
activity recognition models.

7.1.3. APRI

Aimed at performance identification, this dataset involves
36 features and two classes, covering a spectrum of performance
metrics. With three end nodes, APRI provides a training dataset
comprising 67 017 instances and a smaller test set of 1,241
instances, facilitating the development of models to identify
and evaluate performance outcomes effectively.

7.1.4. PDP

Designed for power demand prediction, the dataset includes
60 features across two classes, intended for modeling and fore-
casting power demand. Containing five end nodes, it offers a
training set of 17 385 instances alongside a test set of 7,334,
enabling detailed analysis and prediction of power consumption
patterns.

We also evaluate the quality of NetHD clustering on four data-
sets listed in Table 2. To measure cluster quality, we rely on cor-
rect labels of data points and find out how many points were
classified in a cluster that does not reflect the label associated
with the point.

Table 2. Clustering Datasets (n: feature size, K: # of clusters).

7.1.1. PECAN Data size n k Description
MNIST 70 000 784 10 Handwritten digit recognition!”

This dataset focuses on urban electricity prediction, featuring 312 UCIHAR 10299 561 6 Human activity recognition!”"]
attributes to model and forecast electricity usage in urban set-  gyNTHET | 1000 100 25 Synthetic data
tings, classified .into three distinct groups. With 312 end. nodes, o et 100000 100 25 Synthetic data
the dataset provides a robust framework for understanding and
Table 1. Classification datasets (n: feature size, K: # of classes).

n K # End nodes Train size Test size Description
PECAN 312 3 312 22290 5574 Urban electricity prediction!®®
PAMAP2 75 5 3 611142 101582 Activity recognition (IMU)!®”)
APRI 36 2 3 67017 1241 Performance identification(®®!
PDP 60 2 5 17385 7334 Power demand prediction®®!
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7.1.5. MNIST

A classic benchmark for handwritten digit recognition, MNIST
contains 70 000 images with 784 features each, categorized into
ten clusters corresponding to the digits 0 through 9. This dataset
serves as a prime example for testing clustering algorithms in
image classification.

7.1.6. UCIHAR

Utilized for human activity recognition, this dataset includes
10 299 instances with 561 features each, organized into six clus-
ters. These represent different human activities, providing a
comprehensive dataset for evaluating clustering in the context
of wearable computing data.

7.1.7. SYNTHET | and SYNTHET Il

These synthetic data sets are designed to test clustering
algorithms under controlled, yet challenging conditions. Both
datasets consist of 100 features with SYNTHET [ containing
1,000 instances across 25 clusters and SYNTHET II encompass-
ing a larger scale with 100 000 instances also across 25 clusters.
They serve as valuable tools for assessing the scalability and effec-
tiveness of clustering methods.

In these evaluations, the focus is on the practicality and
efficiency of the NetHD clustering method, analyzing how well
it groups data points into clusters that accurately reflect the asso-
ciated labels, thereby providing insight into the algorithm’s capa-
bility to handle real-world data complexities.

NetHD has primarily three parameters: the size of the chunk
C, the dimension D, and the number of layers V. The chunk size
is the number of bits encoded in each layer. The D denotes the
number of channels being transmitted (dimensions), and V
denotes the number of layers encoded in a single series transmit-
ted. The total number of bits being transmitted is C x V, and so
the coding rate is given by R = C x V/D. For example, in our
typical setting, each layer would transmit C = 8 bits of informa-
tion. If we chose the number of layers to be V =8 and the
dimension to be D =128, then the coding rate is equal to
R=64/128 = 0.5.

7.2. Bit Error Rate and Noise

We report various bit error rates for arbitrary bitstreams as a
function of dimensions D, layers V, and SNR (dB). Figure 5a
shows the decoding accuracy of NetHD as a function of dimen-
sion and layers for three different SNR values: —3, 0, and 5 dB.
Regardless of the number of layers and SNR values, the decoding
accuracy increases with the dimensionality of the channel. This
is due to the increasing pseudo-orthogonality of random hyper-
vectors in high-dimensional space. In other words, the
dimensionality increases the chance of randomly generated
chunk hypervectors to have distinct and orthogonal distribution,
thus decreasing the noise from cross-interference terms in
Equation (0).

As explained in Section 4.2, each hypervector has a limited
capacity to memorize information. Increasing the number of
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layers, V, lowers the coding rate, as the transmitted hypervector
stores more chunk hypervectors. This increases the number of
terms that contribute to cross-interference noise during iterative
content recovery. As a result, our iterative data decoding can yield
lower accuracy. Figure 5a also shows that a lower SNR value can
increase the relative magnitude of the noise. This causes errors
in the recovery cycle, which causes a higher bit error rate. In a
fixed number of layers, NetHD with low SNR requires a higher
dimensionality to ensure highly accurate data decoding. For
example, for V =8, NetHD requires a dimensionality of 256,
128, and 64 to ensure a fully accurate data decoding for SNR
of —3dB, 0dB, and 5dB.

Figure 5b shows the decoding accuracy as a function of a num-
ber of layers, V, and SNR at D = 128. Increasing the SNR makes
the main signal stronger, which reduces the cross-correlation
errors in the iterative decoding method. Therefore, it results
in an increase in the decoding accuracy. Similarly, a larger num-
ber of layers, V, increases the cross-correlation noise and NetHD
decoding accuracy. Figure 5b also shows the decoding accuracy
as a function of dimension and SNR for V = 6 layers. With a
larger D value, it increases the chance of orthogonality of ran-
domly generated hypervectors. It translates to lower decoding
noise during data recovery.

7.3. Decoding Iterations

Figure 5c shows the number of iterations required for conver-
gence as a function of SNR for different NetHD configurations.
The results are the average number of iterations reported for 20
evaluation runs. NetHD with large SNR has smaller noise; this
can accurately decode data with a lower number of iterations. As
the SNR decreases, the transmitted signal gets higher noises
from the network; thus, NetHD requires more iterations for data
decoding. As shown in Figure 5c, NetH D requires the maximum
number of iterations for SNRs in the range of —2 to +2dB.
Lowering the SNR below —2dB, NetHD decoding can recover
information with a few iterations. This happens as NetHD can-
not ensure accurate data decoding in a highly noisy network. This
causes the converged decoded signal to be high error and ran-
dom, which requires a lower number of iterations to attain.
As a result, we observe higher variations in the number of iter-
ations as the signal strength decreases. NetHD with a larger
number of layers gets higher cross-interference noise, resulting
in a higher variation and the number of decoding iterations.

Figure 6a,b visually shows NetHD quality of decoding during
different decoding iterations and using the network with various
SNRvalues (V = 6, D = 64). Our result indicates that, regardless
of the SNR value, the decoding accuracy of NetH D increases with
the number of iterations. However, the decoding accuracy at the
final iteration can still be imperfect when an image is transmitted
over a low-SNR network. For example, a decoded image under
SNR = —2dB has a small amount of noise, while an image
can be perfectly decoded under SNR = 0 dB.

7.4. NetHD Versus State-of-the-Art

We compare the decoding accuracy of NetHD with the state-of-
the-art HDM.!"*! Figure 6c shows the difference between NetHD
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Figure 5. a) NetHD decoding as a function of number of layers and dimensionality. b) NetHD iterative decoding: a) average number of iterations,
b) NetHD decoding in fixed dimensionality and the number of layers, and c) NetHD iterative decoding (left) average number of iterations, (right) standard

deviation over 20 experiments.

and HDM decoding accuracy under various SNR values and
using a different number of layers. All results are reported when
both NetHD and HDM have the same coding rate (R = 0.5). The
results indicate that in most configurations, NetH D outperforms
HDM in terms of decoding accuracy, specifically in regions of
low noise and a small number of layers. As we showed in
Figure 6, NetHD has a 100% accuracy in these regions, while
the HDM enables approximate decoding. This is because the
HDM model encodes the vectors in a nonrandom way, while
our model generates all the lookup bases randomly, thus ensur-
ing pseudo-orthogonal chunk representation. As a result, our
model essentially does an exact search over all the layers, result-
ing in perfect data decoding.

The HDM accuracy of decoding is better than NetHD under
conditions of low SNR and a large number of layers, resulting
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in large noise in the iterative decoding step. In these config-
urations, NetHD has a higher vulnerability, as noise can mod-
ify similarity so that two different random vectors that might
have larger similarities can be confused with each other. In
addition, NetHD fundamentally works based on the nearly
orthogonal distribution of patterns in a high-dimensional
space. In low-dimensional space, the vector cannot ensure
the orthogonality of hypervectors, thus increasing the cross-
interference noise. As shown in Figure 6¢, for low SNR sig-
nals, NetHD should use a larger dimensionality to reduce
the impact of interference noise, thus improving the quality
of decoding. Similarly, using a large number of layers,
NetHD requires a higher dimensionality to ensure that the
capacity of an encoded hypervector does not exceed the Vvalue
(shown in Figure 6d).
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Figure 6. a,b) NetHD visual decoding during different decoding iterations and under different SNR values. c,d) Difference in decoding accuracy between
NetHD and the state-of-the-art modulation. In green regions NetHD outperforms state-of-the-art.

7.5. NetHD Learning Accuracy

7.5.1. NetHD Learning Accuracy

Figure 7a compares NetHD classification accuracy with the
state-of-the-art classification algorithms, including DNN in
TensorFlow,P>! support vector machine, and AdaBoost on
Scikit-learn.”* The results are reported when all algorithms
are performing in a central node that considers all features given
in the dataset. We exploit the common practice of grid search to
identify the best hyperparameters for each model. Our evaluation
shows that NetH D provides accuracy comparable to state-of-the-
art learning solutions while operating over noisy encoded data.

Figure 7a also shows NetHD quality of clustering with the
state-of-the-art clustering approaches: k-means and locality sen-
sitive hashing (LSH cluster) that clusters data after mapping
data into high-dimensional space. K-means algorithm works on
original data and uses the Euclidean distance as a similarity met-
ric. Other approaches map data points to dimensions D = 4k
before clustering. For LSH- and HDC-based clustering, the
results are reported using both cosine metrics. Our evaluation
shows that NetHD provides a clustering quality comparable to
k-means, which is significantly higher than the LSH-based
approach.

7.5.2. Coding Rate

We also compare NetHD accuracy in different configurations.
NetHD accuracy depends on both dimensionality and the num-
ber of chunks. An increase in dimensionality improves hypervec-
tor capacity, thus resulting in a higher quality of learning. On the
other hand, increasing the number of chunks results in higher
data compression by storing more encoded data in each class
hypervector. As explained in Section 7.2, to ensure nearly accu-
rate data decoding, the coding rate should be around R = 0.5 or
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lower. However, learning algorithms are approximate and do not
require to ensure accurate data decoding. Our results indicate
that NetHD can enable accurate learning of highly compressed
data with a high coding rate. The high robustness of NetHD
learning to compression comes from two factors: (1) data com-
pression is holographic, where compressed data sufficiently
memorize the information of the individual encoded data. (2)
The compression uses the same bundling operation used for
model training. Our evaluation indicates that NetH D can ensure
maximum classification accuracy using 16x smaller data
(R = 8). Even aggressive model compression of 32x (R = 16)
and 64x (R=32) only adds 0.7% and 3.9% quality loss to
HDC dlassification.

As shown in Figure 7a (right), the HDC clustering algorithm
has a robustness similar to that of data compression. Clustering a
batch of encoded data results in the generation of a model with
similar quality to baseline clustering. Our evaluation shows that
NetHD ensures no quality loss (less than 0. 4%) for clustering
with 16x (32x) data compression, thus resulting in a significant
reduction in data communication.

7.6. NetHD Efficiency

7.6.1. NetHD Learning Efficiency

Figure 7b compares NetHD training efficiency with DNN in dif-
ferent configurations. The results are reported for both FPGA
and Jetson Xavier. The results include both communication cost
and computation cost. Although DNN training always performs
on decoded data in the receiver, NetHD learning can be per-
formed in two configurations: 1) NetHD after decoding: trans-
mitted data first become demodulated, and then we perform
the learning task over the data and 2) NetHD after encoding:
directly learning over transmitted data without need for decod-
ing. Our evaluation shows that NetHD without decoding (after
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Figure 7. a) NetHD quality of classification (left) and clustering (right) versus state-of-the-art and during different coding rate, b) NetHD learning speedup
and energy efficiency in different configurations and over different platforms (normalized to DNN running on Xavier), c) NetHD decoding efficiency on

different platforms.

decoding) can provide 7.3x and 10.5x (2.8x and 4.2x) faster
and higher energy efficiency compared to DNN. As NetHD
learning without decoding eliminates significant computational
overhead, we observe higher efficiency.

7.6.2. Efficiency with Compression

Figure 7b shows the impact of coding rate (data compression) on
NetHD learning efficiency. The efficiency values are averaged
among the classification and clustering applications. Our evalu-
ation shows that the learning efficiency of NetH D improves with
increasing coding rate. This efficiency comes from: 1) a larger
coding rate reduces the communication cost by transferring
more compressed information through the network. The reduc-
tion in communication cost is linear with the coding rate. 2) A
high coding rate also improves learning efficiency because HDC
models can be trained using fewer train data in compressed
form. NetHD FPGA using R = 8 (R = 32) results in 5.1x and
3.8x (9.5x and 6.7x) speedup and energy efficiency improve-
ment, respectively, compared to baseline NetHD operating on
decoded data.

Adb. Intell. Syst. 2024, 6, 2300841 2300841 (14 of 18)

7.6.3. NetHD Efficiency Under Different Network Conditions

Table 3 explores the impact of network bandwidth on NetHD
computational efficiency. We have evaluated the efficiency of
NetHD performance on five network mediums: a wired network
of 1 Gbps, a wired network of 500 Mbps, WiFi 802.11ac, WiFi
802.11n, and Bluetooth 4.0. The results for Jetson Xavier are
reported using R = 8, ensuring no quality loss. The results show
that when the network bandwidth is more limited, NetHD
achieves higher speedup. For example, using 802.1lac with
46.5 Mbps, NetHD achieves on average 4.8 x speedup compared
to NetH D operating over decoded data. This speedup increases to
18.1x when we use even lower bandwidth networks such as
Bluetooth 4. In practical IoT systems, the bandwidth of the net-
work can usually be limited. The recent embedded devices, i.e.,

Table 3. NetHD efficiency using different network bandwidth.

Bluetooth 802.11n 802.11ac 500 Mbps 1 Gbps
Speedup 13.2x 6.7x 4.8x 3.4x 1.9%x
Energy efficiency 18.1x 7.9% 4.4x 3.x 1.7x
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Table 4. NetHD efficiency on different platforms.

Speedup Energy efficiency
Classification Clustering Classification Clustering
GPU 14.8 x 10.3x 21.4x 15.5%
FPGA 1.3 6.7x 28.9x 20.3x
CAM 183.7 242.4x 338.4x 448.6x

Raspberry Pi 3 Model B+, uses WiFi 802.11ac and Bluetooth 4.0,
which practically provide 23.5Mbps and 1 MBps bandwidth,
respectively. Therefore, NetHD is a suitable solution for IoT sys-
tems that typically have limited bandwidth.

7.7. NetHD Acceleration on CAM

NetHD decoding and learning rely on highly parallel nearest
search operations, which can be significantly accelerated using
CAM blocks. To ensure scalability, we limit our CAM size to
1k rows, and for configurations that require larger hypervectors,
we exploit multiple CAM Dblocks for a parallel search. Our evalu-
ation in Figure 7c shows that our CAM outperforms the GPU
and FPGA in terms of decoding speed and energy efficiency.
The CAM capability of NetHD in offloading the search operation
is the key to its efficiency, which increases depending on the
chunk size. Our evaluation demonstrates that the CAM acceler-
ator provides faster and more energy-efficient decoding than
GPU/FPGA, especially for larger chunk sizes. For example,
our CAM provides 108.3x and 27.1x (247.4x and 4.5x) faster
and more energy efficient than GPU (FPGA).

Table 4 summarizes the improvements in performance
acceleration and energy efficiency for learning using CAM with
R =16. All results are normalized to the execution time and
energy consumption of DNN running on Jetson Xavier. Our
results indicate that the CAM accelerator can significantly
enhance NetHD computation efficiency by accelerating costly
associative search. Our evaluation shows that NetHD clustering
achieves 23.4x and 28.8x (35.8x and 22.0x) faster and higher
energy efficiency as compared to NetHD running on Jetson
Xavier (FPGA), respectively.

8. Related Work

Prior research have applied the idea of HDC to diverse cognitive
tasks, such as robotics,*** latent semantic analysis,””! language
recognition,”® gesture recognition,® biosignal processing,*®*"
and distributed sensors.[*>®* Several recent works have focused
on designing a novel hyperdimensional encoding for different
data types.*>**) However, the encoding methods used in the pre-
vious work are mostly for specific data types and learning appli-
cations. In contrast, NetHD introduces a general encoding
scheme that deals with any arbitrary bitstream while preserving
spatial-temporal information.

Recent research in HDC mainly focused on the classification
task, aiming to design HDC learning modules for low-power
embedded devices.*>***! However, all existing solutions
consider the computation power, while communication often
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dominates the entire energy consumption in IoT systems with
low-bandwidth networks.?!! On the other hand, HDM is devel-
oped for ultrareliable low-latency communication.*'”*¥/ HDM
already showed higher reliability than BPSK, LDPC, Polar, and
convolutional codes. However, there are multiple challenges with
existing HDM modulations: 1) HDM decoding or demodulation
is a costly iterative process that involves an extensive search for
noise cancellation. 2) the HDM is only focused on modulation
and does not get the benefits of HDC. On the contrary,
NetHD introduces an iterative demodulation technique that uses
a hardware accelerator for fast and reliable data decoding. Unlike
prior work, which focused only on communication, NetH D fun-
damentally merges HDM and learning to maximize the benefit
with a new demodulation technique and hardware design.

9. Feasibility and Future Directions

To study the feasibility and scalability of NetHD in large-scale
systems, a comprehensive approach is needed. First, evaluating
NetHD’s performance under various network conditions, includ-
ing fluctuating SNRs and bandwidth constraints, is crucial.
Understanding its resilience to different types of interference
and adaptability to changing network environments ensures reli-
ability and consistent performance. Additionally, assessing how
NetHD integrates with existing network infrastructures and
protocols is vital. It is important to determine the necessary hard-
ware and software modifications for seamless deployment and
identify potential compatibility issues with current systems.
This helps in facilitating smooth integration without substantial
overhauls to existing infrastructure. As our model works with
simple low precision operations, it is naturally robust against
noise as we show in our evaluations.

Second, conducting detailed performance benchmarks against
state-of-the-art systems is essential for gauging NetHD’s effi-
ciency. Comparisons should be made in terms of processing
speed, energy consumption, and error rates across various hard-
ware platforms. Investigating the trade-offs between data trans-
mission rates, accuracy, and computational demands,
particularly focusing on the effects of data compression and cod-
ing rates, will help in optimizing NetHD for different use cases.

Furthermore, NetHD’s learning and adaptation capabilities
warrant thorough examination. Its efficacy in processing and
classifying high-dimensional data across diverse applications
needs to be evaluated. Additionally, its ability to adapt to new data
patterns and update its models in response to changing environ-
mental inputs or requirements is critical for maintaining rele-
vance and utility in dynamic settings. Like we show in our
work, and many other work, HDC can easily learn information
from large dimensional data using kernel encodings.

Security and privacy also pose significant concerns, especially
given the high-dimensional nature of the data NetHD handles.
Strategies must be developed to ensure the integrity and confi-
dentiality of transmitted data, safeguarding against unauthorized
access or tampering. This involves assessing potential vulnerabil-
ities and implementing robust security measures tailored to
HDC environments. Due to the large dimensional random
encoding nature of HD algorithms, it can be often hard to decode
them without access to the random matrix or the codebook.
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Finally, understanding the diversity of users and devices that
NetHD will serve is imperative. The system must cater to a wide
range of devices, from low-power IoT sensors to high-end serv-
ers, and meet varied application-specific requirements. This
ensures that NetHD delivers optimal performance and energy
efficiency across different scenarios. Moreover, our designs
can be directly implemented in low power microcontrollers like
Arduinos and Rasberry Pi, though to utilize the full hardware
efficiency of our algorithms, it is better to equip the sensors with
specialized HD softwares. Additionally, the long-term viability,
maintenance, and upgrade paths for NetHD should be consid-
ered, alongside economic and logistical aspects, to ensure its
practical deployment and sustained operation in large-scale sys-
tems. Addressing these areas will provide a holistic understand-
ing of NetHD’s deployment potentials and practical applications.

10. Conclusion and Discussion

In this article, we introduced NetHD, a novel framework that lev-
erages HDC to enable robust and efficient data communication
and learning. NetHD integrates data modulation and learning
processes by exploiting the redundant and holographic represen-
tation of HDC vectors. NetHD encodes data into high-
dimensional vectors that can be transmitted through noisy
channels with high reliability. NetHD also enables various
HDC-based learning tasks to be performed directly over the
encoded data without costly decoding. Moreover, NetHD intro-
duces a complex-valued representation for HDC vectors that
enhances the capacity and orthogonality of the encoding scheme.
NetHD also designs a hardware accelerator based on ferroelectric
memory devices that supports fast and efficient data decoding
and learning using CAM.

NetHD addresses the challenges and opportunities of next-
generation communication systems, such as 6G networks, that
require ultralow latency, high reliability, and AI integration.
NetHD offers several advantages over existing solutions, such as:

Providing comparable bit error rate to state-of-the-art modula-
tion schemes while fundamentally merging HDM and learning.
Unlike conventional modulation schemes that require separate
modules for data encoding, decoding, and learning, NetHD uni-
fies these steps into a single pipeline by using HDC vectors as
both data carriers and feature representations for learning.
NetHD also achieves a bit error rate similar to or lower than exist-
ing modulation schemes, such as LDPC, Polar, and HDM, by
exploiting the error correction capability of HDC vectors.

Achieving significant speedup and energy efficiency improve-
ments compared to state-of-the-art deep learning systems for
both data communication and learning tasks. This is because
HDC operations use simple arithmetic functions that can be
efficiently implemented on the ferroelectric hardware.

Enabling lightweight privacy and security by exploiting the
holographic and compressed representation of HDC vectors.
NetHD encodes data into high-dimensional vectors that are
distributed over multiple symbols and channels. This makes it
difficult for eavesdroppers or adversaries to intercept or tamper
with the transmitted data without knowing the encoding param-
eters and the symbol set. NetHD also compresses the data into
lower dimensional vectors that preserve only the essential
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information for learning tasks. This reduces the exposure of sen-
sitive or personal data to potential privacy breaches or attacks.

NetHD is scalable and adaptable to different network condi-
tions, data types, and learning objectives by tuning the encoding
parameters and the symbol set. NetHD allows users to adjust the
encoding parameters, such as the dimensionality, sparsity, or
orthogonality of HDC vectors, to optimize the trade-off between
performance, accuracy, and efficiency. NetHD also enables users
to select different symbol sets, such as binary, complex-valued, or
frequency domain symbols, to suit different channel character-
istics, data formats, or modulation schemes. NetHD can also
support different learning objectives, such as supervised, unsu-
pervised, or reinforcement learning, by using different HDC
operations or algorithms.

Moreover, we additionally introduce the correlative HDC
encoder, which can be used for noisy but holistic signal encoding
in cases where the data share some amount of correlations. By
using base hypervectors that are correlated, the resulting encod-
ing ensures that correlated data points are encoded into similar
data points at the cost of noise decoding. The advantage of this
process is that the encoded hypervectors can be fed directly into
different deep learning frameworks without going through
decoding, thus providing added privacy toward the original signal
values.

Some drawbacks of our work are that HDC works best on
accelerated hardware, which makes full use of the limited preci-
sion arithmetic required to minimize the number of operations
and lower energy usage. These hardware devices are not com-
monly available for use in low power sensor devices and commu-
nication nodes. Therefore, one direction of future work is trying
to accelerate HDC algorithm on traditional hardware (where
HDC is still faster than traditional deep learning methods).
Moreover, another challenge is in extending the algorithm for
longer data streams and to perform more accurate decoding with
correlated representations because this will allow us to compress
larger data sizes within the same HD space. In large-scale
systems, one aspect to be studied is studying the effects of
cross-network interference, where multiple HDC nodes are
broadcasting which can cause interference in the symbols
received. Therefore, another direction is designing methods
for coordinated communications and synchronization within
the HDC transmission framework (e.g., methods inspired by
ALOHA or Paxos).

We have evaluated NetHD wusing various datasets and
benchmarks and demonstrated its performance, accuracy, and
efficiency. We have also implemented NetHD on multiple
embedded platforms, such as FPGA, GPU, and CAM-based
accelerators, and showed its hardware feasibility and benefits.
We believe that NetHD is a promising technology that can revo-
lutionize I0T efficiency by providing a bioinspired framework for
intelligent and selective sensor data transmission, and will soon
find usage in multiple domains in the future.
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